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10GE -> 100GE Science DMZ

  OLD (Science traffic flowing thru shared prod borders)                 NEW (Science traffic flowing thru 100GE network)     

DTN
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SciDMZ Research Clients
● Center for Biomolecular Science & Engineering (CBSE)

○ genomics.ucsc.edu
○ cghub.ucsc.edu – currently 81K files total @ 2PB, downloads 1PB/mo
○ Big Data in Translational Genomics NIH project (BD2K)

● Santa Cruz Institute for Particle Physics (SCIPP)
○ ATLAS/LHC Tier-3

○ 10-20TB per year

● Astrophysics
○ lux cluster – 3.6PB Lustre Filesystem
○ 100PB+ simulation data at DoE National Labs

● Campus services
○ Hummingbird, DTN, 
○ PerfSONAR (bwctl10, dps10)

http://genomics.ucsc.edu
http://cghub.ucsc.edu


For best performance and to not be flagged for abuse please 
use hbfeeder.ucsc.edu for ALL data transfers onto and off-of 
the hb cluster. There are 2 distinct methods available:
● Third-Party Transfer services

○ Globus
○ gridftp

● First-Party Transfer services
○ rsync
○ scp
○ wget/curl

Hummingbird Data Movement



Setup and Verify Accounts (cont.)

     3rd Party Transfer -- Authentication and authorization handled outside. Data path directly between client endpoint.

Setup a Globus Online Account
1. Visit http://globus.org
2. Click the Sign Up button at upper right
3. Fill out form with appropriate info
4. Press the Register button
5. Finish the process
6. Sign in with your Username/Password

http://globus.org


InCommon to Globus Mapping
 Once logged to your Globus account
1. Choose Manage Identities from the drop-down menu
2. Click + add linked identity at upper right
3. Select the first item, + Add Single Sign-on Identity



InCommon to Globus Mapping (cont.)

4. Next, choose InCommon / CILogon from the list
5. Click the Proceed button 

7. Finally, authenticate 
with your CruzID and 
your Gold password

6. Select University of California, Santa Cruz 
         and press the Log On button



Run a Sample Globus Transfer

1. Choose Transfer Files from 
menu bar or the Manage Data 
dropdown menu at top

2. Enter ucsc#hb_home in one of 
the two Endpoint fields then 
enter your homedir

3. Enter esnet# in the other 
Endpoint field and choose ESnet 
Read-Only Test at LBL DEV

4. Click into your CruzID directory



Run a Sample Globus Transfer (cont.)

5. Click on a file or directory 
in the esnet# endpoint

6. Press the highlighted blue 
arrow at center to begin 
the transfer

7. Watch it go and click the 
arrow under Activity to 
see more info

8. Select More Options for 
Transfer Settings like 
rsync-style add-ons, 
encryption, preserve mod 
times, send deltas, etc.



Run a Sample Globus Transfer (cont.)

9. Watch the Activity window for updates about the transfer’s progress
10. Click View Debug Data in the bottom right for a more holistic view



Run a Sample Globus Transfer (cont.)

Here is an example of a completed transfer’s Activity window 
and entire Debug Data screen at right. Average speed was:

• 5.16Gb/s (100Gb) from Brookhaven (NL), NY to UCSC

~ 100Gb 
transfer in 
just 3 min!



Globus Transfer “Under the Hood”
$ globus-url-copy -tcp-bs 12M -bs 12M -p 8 -fast gsiftp://user@dtn.snl.gov/lustre/user/10G.dat gsiftp://user@dtn.ucsc.edu/data/user/10G.dat



Install Globus Connect Personal
1. On the Transfer Files screen, click Get Globus Connect Personal at upper right

2. Enter an Endpoint Name for your laptop

3. Click the Generate Setup Key button

4. Then download and install the software for your OS

5. Once installed and running 
it will show on your menu 
bar in OSX



Install Globus Connect Personal (cont.)
6. Your laptop is now visible to your user (and only your user) via Globus (both web and CLI)

Now you can use 
your laptop to 

upload/download 
to/from any other 

Globus node
Just remember it limits your 

max-speed to the rate of your 
laptop network connection

 CONGRATS!!!



Run a BWCTL Test By-Hand
    % bwctl -f m -T iperf3 -i 2 -s perf-scidmz-data.cac.washington.edu -c dps10.ucsc.edu -t 30 -w 128M

   BWCTL Test
London to UCSC:
9.1Gb/s peak

Average (30s): 
6.5Gb/s



   ESnet PerfSONAR Endpoints
anl-pt1 lbl-pt1 lond-pt1

   bnl-pt1   amst-pt1

ESnet Globus Test Endpoints
    anl-diskpt1      lbl-diskpt1    lond-diskpt1

  bnl-diskpt1    amst-diskpt1
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Additional questions?

Need more help?

Thanks for your time!
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High-bandwidth Protocol Testbed

Dummynet

• Dummynet lets us specify path characteristics
• b/w limits, loss rates, etc.

• Understand impact of configuration parameters on performance
• Determine optimal configurations
• Compare performance

For discovery/analysis the CCNIE team has also deployed a 
dummynet testbed to simulate different real-world scenarios 


