








If you have a template that is useful to more than just 
yourself, let us know and we can include it here.

Premade templates for your convenience. Just make a copy to your working directory and edit to meet 
your needs



Name of Partition to use

Name to give your run

Name for output/error logs
   (use for troubleshooting)

Number of nodes to request

Number of tasks your 
program will require 
Amount of RAM requested
for your program

Time limit for the run (!!!)

Get status emails about your job

{

{



Any modules your program 
requires in order to run

The program to run

Any system variables your 
program might require



That's a lot of details!



Much easier to parse!



● Hummingbird does NOT use a high speed backplane, thus it is not suitable for highly 
parallelized jobs requiring many cores/nodes acting synchronously (FEM, FDTD, etc...)

● Humming IS good for serialized style processing (Monte Carlo, batch processing, etc...)

● Users are limited to using three nodes for a single job (a maximum of 72 cores)

● Most nodes only have 128 GB or RAM

● Hummingbird works on First-In, First-Out with Backfilling

● We don't enforce a MaxTime, so you should



Some queues are restricted and are not for general use

We have four NVIDIA GPUs, and are setup for CUDA 
and TensorFlow!



hb.ucsc.edu

"Violet-tailed Sylph resting on a branch in northwestern Ecuador" 
https://en.wikipedia.org/wiki/File:Violet-tailed_Sylph_2_JCB.jpg

Male Anna's Hummingbird
https://en.wikipedia.org/wiki/File:AnnasHummingbirdPaloAltoNorvig.jpg

hbfeeder.ucsc.edu
● Cluster login node

● Used for:

○ Compiling your code

○ Checking the status on 
your submitted jobs

● Cluster storage node

● Used for:

○ Accessing your data 
when you don't need the 
cluster

○ Transferring your data 
to or from the cluster

https://en.wikipedia.org/wiki/File:Violet-tailed_Sylph_2_JCB.jpg
https://en.wikipedia.org/wiki/File:AnnasHummingbirdPaloAltoNorvig.jpg


● Everyone is limited to 1TB of storage in their home folders.

● If you exceed this, your jobs won't run correctly.

● How to check:

○

○

total used space summary

used space per-folder (one-layer deep)



● DO Check the Message of the Day for useful updates

● DO Check in the modules before you ask for software

● DO Use the scheduler when submitting jobs

● DON'T Use the cluster for heavily parallel style workflows

● DO Set time limits on your jobs

● DON'T Overprovision when submitting a job

● DO regularly check your disk space usage

● DON'T Leave data in Scratch long-term

● DO Reach out for help!

✔

❌

✔

✔

✔

✔

❌

✔

❌



Open a ticket!
  https://ucsc.service-now.com/ess/

Come to our weekly open-hours sessions!
  Find the link in our Message of the Day on the Hummingbird login node:

Check out the website for more information!
  https://www.hb.ucsc.edu/

https://ucsc.service-now.com/ess/
https://www.hb.ucsc.edu/



